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Abstract Inter-vehicle communication is becoming increasingly important in recent years.
Traditional research efforts on vehicular networks have been put into safety or
infotainment applications. In this article, we propose a Vehicular Mesh network
(VMesh) to inter-connect disjoint sensor networks and act as a data transit net-
work. Our VMesh networks are designed to provide a low cost, high fidelity,
scalable, and fault resilient solution for data collections and disseminations. Pre-
liminary simulation results based on a random mobility model show that the
system has better performance when mobile routers are allowed to talk to peers.
Mobile router density and transmission ranges dominate the simulation results.
When the router density is high and/or transmission range is large, the data suc-
cess rate will be high and latency will be small. There also exists a critical value
of transmission ranges. There are no significant performance improvements once
this critical value is reached.

1. INTRODUCTION

US FCC has allocated a block of spectrum from 5.85 to 5.925 GHz band for
inter-vehicle and roadside-to-vehicle communications that can support a wide
range of applications. Such ad-hoc communication modes complement cellu-
lar communications by providing very high data transfer rates in circumstances
where minimizing latency in the communication link and isolating relatively
small communication zones are important. Previous work on vehicular com-
munication has mainly focused on supporting two broad categories of appli-
cations: a) vehicular safety, such as exchanging safety relevant information or
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remote diagnostics using data from sensors built into vehicles and b) mobile
internet access. However, there is a large untapped potential of using such ve-
hicular networks as powerful and distributed computing platforms or as transit
networks.

Vehicular networks have very different properties and design challenges
compared to their counterparts such as laptops in nomad computing or sensor
networks. First, vehicles travel at a much higher speed, making it challenging to
sustain communications between stationary sites and moving vehicles, as well
as handing-off the communication link from one site to the other as the ve-
hicles pass between them. Second, despite the common assumption of random
mobility patterns in many simulation studies on ad hoc networks, the vehicu-
lar traffic has a more well defined structure that depends on the transportation
grid (highway, city roads, etc). Lastly, vehicles, as communication nodes, have
abundant life and computing power as compared to sensor networks.

Our research focus is on designing vehicular mesh (VMesh) networks as
reliable data transit networks. A mesh network is an ad-hoc network with no
centralized authority or infrastructure. Nodes can move, be added or deleted,
and the network will realign itself. The benefits of a mesh network are that
it has the abilities of self-forming, self-healing, and self-balancing. As shown
in Figure 1, one of the applications of using VMesh as a transit network is to
establish connections between disjoint sensor networks.

Figure 1.  Using VMesh to connect disjoint sensor networks

One of our expectations for VMesh is to enable demand response (DR) [1]
for automatic utility usage retrievals and price dispatching. DR is a project in-
itiated by California Energy Commission (CEC). The main spirit of the project
is to allow utility companies to adjust utility prices based on real-time feedback
from end users. With the advancement in consumer technologies, we assume
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that buildings are equipped with wireless sensors/transceivers that are capable
of monitoring gas, water, and electricity usage, transmitting measured data, and
receiving and processing price information. VMesh can be used to interconnect
these sensors and the backbone wide-area network (WAN) infrastructure, e.g.,
Internet backbone, wireless cellular infrastructure, DSL or Cable. We will dis-
cuss some key properties that we expect VMesh to have to support DR in the
next section. In Section III, we will describe VMesh architecture and some de-
sign considerations. We will summarize and introduce our proposed routing
algorithm in Section IV. Lastly, we will show some preliminary results in Sec-
tion V.

2. VMESH DESIGN RATIONALE FOR DEMAND
RESPONSE

We envision that VMesh leverages a variety of vehicles, ranging from public
transit (e.g., buses, light rail) to vendor trucks (e.g., FedEx, UPS) and police
cars, to form a dynamic group of mobile routers. These vehicles, or MRs, are
responsible for disseminating price information to and retrieving information
from different households to support dynamic tariffs and demand-response. In
this case, VMesh is designed to meet the following goals:

m  Low Deployment and Maintenance Cost: Since the routers in this ca-
se are “mobile”, one can drive these mobile routers into a station (e.g.,
main bus station or police headquarters) for repairs or software/hardware
upgrades, instead of having to send a repair team out to various locati-
ons to fix the problems if they were stationary. Moreover, the number
of mobile routers required can be minimized, e.g., using buses traveling
on different routes is sufficient to cover the entire city. Hence, both the
installation and maintenance costs are greatly reduced.

= Adaptive Fidelity: By using a combination of vehicles as mobile rou-
ters, VMesh provides a wide spectrum of flexibility in terms of the fre-
quency of message retrieving and the granularity of demand response
control loops. For example, while buses run every 0.5 - 1 hour, they do
not stop at every single household. On the other hand, garbage trucks
may stop at every household but they only come by once a week.

= Scalability: VMesh can support incremental deployment easily as the
number of sensor nodes grows. In fact, VMesh benefits from the econo-
my of scales, i.e., the cost of introducing a new mobile router goes down
as the number of sensor nodes it is capable of serving increases.

= Broadcast and Multicast Capabilities: Broadcast and multicast capa-
bilities are inherent in the wireless communications used between the
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mobile routers and sensor nodes, between the mobile routers and ag-
gregation points to the VMesh network backbone, and between mobile
routers and other vehicles equipped with wireless transceivers.

= High Level of Redundancy: VMesh has a high level of built-in redun-
dancy by leveraging different vehicles that overlap in spatial coverage
and temporal samplings. For example, there may be different routes for
public transit through the city, but these routes often overlap in the main
streets. In addition, garbage and postal trucks will visit the households
on the same street at different times of the day. Therefore, the same end-
user can be connected by two or three different types of vehicles. There
are multiple available paths to ensure the delivery of the DR messages.

s Failure Resiliency via Deflection Routing: VMesh ensures the surviva-
bility of the DR messages by deploying the deflection routing technique.
The key premise lies in the ability of VMesh to deflect messages until a
valid path is found to the destination instead of dropping them when the
original path fails due to faulty mobile routers, broken communication
links, or vehicular accidents.

DR is one type of applications the VMesh network is capable of supporting.
In addition to supporting demand response, VMesh also enables the deploy-
ment of other large-scale societal applications such as amber alert (e.g., broad-
casting information of a kidnapper’s vehicle and detecting this moving target),
vehicular traffic control, and temperature/air-pollution monitoring. In the next
section, we will first introduce a generic VMesh network architecture and then
describe the method to support DR with this generic architecture.

3. VMESH ARCHITECTURE

Traditional sensor networks are developed in a way that sensors are installed
close enough to provide direct communications. If the deployment area is vast,
one or more data collection base stations and clustering techniques are required
to reduce the overhead of data transmissions. When the covering area is large,
base stations may use other sensors, which have limited power, as gateways to
relay messages or increase transmission power to increase transmission ran-
ge if possible. However, increasing the power also increases the interference
to other nodes in the network and using other sensors as gateways drains out
the energy of some specific nodes more quickly. Both methods have their own
drawbacks and may decrease the stability of the network. If the latency requi-
rement of data in a network is not critical, we can alleviate this problem by
using the VMesh network, which has one or more mobile routers as an essen-
tial component. As these mobile routers move by, they can collect and disperse
information to static base stations. An example of using mobile routers to col-
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lect data is represented in the data mule paper [2] from Intel research lab. The
difference between our work and [2] is that the data mule paper focused on
sparse networks whereas we put emphasis on dense networks.

Vehicular mesh networks are ad hoc networks formed by vehicles enabled
with wireless networking. As the vehicles move, the connectivity between the
vehicles and other static network nodes changes. The network is dynamic and
as a result, nodes may be disconnected from the network at times. To address
this, nodes will store the data during the period they are disconnected from the
network. An example vehicular mesh network is shown in Figure 2. The figure
shows two bus routes (Route 136 and Route 108) and some key components of
VMesh. The key components of the architecture are as follows:
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Figure 2.  An illustration of proposed VMesh architecture

1 Sensing and Transceiving Units (STUs) are wireless enabled sensors
that will transmit collected data to the central office (inbound message).
They also receive new configurations such as new pricing information
generated by the central office (outbound message). These are shown as
solid circles in Figure 2. If STUs cannot directly connect to the VMesh
backbone network, they can form a network themselves to route inbound
and outbound messages.

2 Aggregation Points (APs) are nodes that act as gateways to the VMesh.
They can aggregate inbound messages, relay the messages to the VMesh,
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accept outbound messages, and route these outbound messages to one
or more STUs. These gateways could be special nodes deployed at ap-
propriate locations or specific STUs that are enabled with the gateway
functionality.

3 Mobile Routers (MRs) are wireless enabled mobile objects that have
the ability to store and forward data. For example, buses, along with other
various types of vehicles equipped with storage and wireless networking,
form ad hoc networks with other mobile routers and connect to the static
gateways.

4 Central Gateways to VMesh (CGs) are gateways which connect dif-
ferent VMesh networks. These are located at specific locations on the
paths of mobile routers, such as at the main terminal stop of buses.

The characteristics of VMesh depend on the mobility pattern of the partici-
pating mobile routers as well as neighboring vehicles. The choice of vehicles
that are suitable for VMesh heavily depends on their attributes which include:

1 Coverage: How many STUs are directly accessed? We refer to the co-
verage as being fine-grain if the MRs can directly access individual or
small groups of STUs directly.

2 Schedule and Periodicity: Is there a fixed schedule in the mobility pat-
tern of MRs and if so, what is the period?

3 Redundancy: Are STUs or APs covered by multiple MRs? Are there
multiple paths from the individual STUs to the APs?

4 Cost: What is the cost of deployment and maintenance in terms of the
number of STUs, MRs, and APs?

For example, buses provide coverage to almost every major street in a dense
major city such as San Francisco and their schedules coincide with peak elec-
tricity usage (e.g., buses run more frequently during work hours when ener-
gy consumption is high than at night). The mobility pattern of the vehicles
depends on the type of vehicles, which include personal automobiles, public
transport buses and light rails, postal vans, garbage trucks, various types of
vendor trucks and vans such as UPS and FedEx, law enforcement vehicles such
as police cars, and other monitoring vehicles such as those that monitor parking
violations.

Various types of vehicular mesh networks can be characterized along these
parameters depending on the targeted geographic area. An example of such
characterization for a suburban area is shown in Table 1.
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Cars Buses Postal Vans Police Cars

Coverage Fine (1-10m)  Coarse (10-1000 m)  Fine (1-10 m)  Coarse (10-1000 m)

Schedule Regular Regular Regular Random
Period 24 hrs 15 mins 12/24 hrs None
Redundancy Low Medium Low High
Cost High Low Low Low

Table 1. A qualitative characterizations of various types of MRs for a VMesh in a suburban
area

For the case of demand response, DR is enabled in the following manner.
Periodically, the sensors transmit collected data that are routed to one or more
aggregation points through a local ad-hoc network. When the mobile router
travels by these aggregation points, it downloads the collected data and uploads
new configurations which are distributed to the sensor nodes using local ad-
hoc networks as well. The collected data can be opportunistically routed by the
vehicular mesh network to the central gateways. In the worst case, the central
gateway may be located at the terminal point of the route of the mobile router.

We will discuss about routing issues based on this architecture in the next
section.

4. ROUTING IN VMESH

Many routing algorithms have been proposed for MANET. However, not
all of them are fit well in our VMesh network. For example, Destination-
Sequenced Distance-Vector Routing (DSDV) [3] needs network-wide update
messages. If every household has at least one sensor, like the case in demand
response, the density of sensors would be extremely high. Hence, network wi-
de route update messages will drain out the energy of sensors quickly. Ad-hoc
On-Demand Distance Vector Routing (AODV) [4] uses bi-directional links but
one field study [5] has shown that this may not always be true in real life. The
main disadvantage of Dynamic Source Routing (DSR) [6] is the long routing
table. Because nodes in a DSR network need to store all the routing sequences
toward intended destinations, the routing table will be prohibitedly long if the
network is dense. For detail routing algorithm reviews, please refer to [71[8][9]
[10]. In the following subsections, we will discuss routing issues from STUs to
APs, APs to MRs, and MRs to MRs separately.
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4.1 Between STUs and APs

STUs can easily obtain location informations because we can hard-code the
informations into each static STUs. We use the most forward progress within
radius (MFR) greedy algorithm as the general packet forwarding algorithm
to minimize hop counts. MFR always tries to find a node within transmission
range which can provide the smallest remaining distance toward destination.

In a case like DR, information will be sent out frequently by the APs. Du-
ring the new information dispatching phase, new information are broadcasted
over the whole network. In [11] and [12], low overhead flooding algorithms
have been presented. Instead of establishing static multicast trees, we can use
the algorithm in [12] to dispatch messages. A node in [12] sets up a random
backoff timer based on the forwarding progress when a new broadcast messa-
ge is received for the first time. If the node receives the same message from all
directions (NE, NW, SE, SW) before the timer has expired, it cancels the timer.
Otherwise, the node resends the message.

In our VMesh network, we may have hundreds of STUs trying to send data
to an AP at the same time. This situation puts heavy loading on the MAC
layer. Therefore, we will apply clustering techniques to decrease MAC layer
loading and retransmissions. Conventionally, when a node wants to transmit
information back to the aggregation points, it sends packets to the cluster head
first. The cluster head will then forward the packets to the next cluster head
through a one-hop broadcast or use other sensors as gateways and perform
multihop relaies. Broadcasting and clustering are two similar techniques but
work in the opposite ways. Brodcasting best suits for one-to-many scenarios
while clustering is many-to-one. The optimal solution for both broadcasting
and clustering is to use the minimum number of nodes to cover the whole
network space. Nodes in the VMesh network can record the nodes that they
received messages from and then use them as the cluster heads for return paths.

In the traditional MFR, a node tries to select another node that can provide
the most forwarding progress as the next hop. This characteristic will quick-
ly drain out the energy of certain nodes that are located on critical paths. In
our proposed routing method, next hops are the cluster heads that are chosen
randomly according to the forwarding progresses during each data dispatching
phase. Since the backoff timers are chosen randomly, the nodes that rebroad-
cast messages are different from time to time. This indicates that the next hops,
which are actually cluster heads, are distributed in a set of nodes instead of
being fixed. Because the cluster heads are chosen dynamically during each
new message dispatching phase, this method is also more resilient to network
disconnection caused by a single node failure. Suppose now a node who claims
itself as a cluster head dies after rebroadcasting a message. The node running
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out of energy is excluded from the clusterhead candidate list automatically so
new cluster heads are chosen in the next message dispatching phase.

4.2 Between MRs and APs:

In the VMesh architecture, aggregation points are static transceivers by the
roadside so mobile routers can get very close to the aggregation point. There-
fore, simple one hop broadcasting is sufficient for message transferring.

4.3 Between MRs:

The fundamental routing protocol between mobile routers is also MFR. One
very important usage of the addressed VMesh network is to deliver time sensi-
tive information such as dispatching new utility prices to end users. In this case,
a utility company can provide more accurate pricing information if the com-
pany gets more feedback from users. Therefore, we plan to setup a deflection
routing environment to increase the robustness of the network and to decrea-
se the message delivery latency to allow more information being sent back to
the central gateway. Deflection routing has been proposed to reroute packets
during a node or link failure in the IP networks to reduce the transient link
overloads and packet loss rates [13]. We propose to apply similar techniques
to our VMesh network by deflecting messages toward the destination from one
mobile router to nearby vehicles or backup mobile routers when the primary
communication path fails, or when the primary mobile router is trapped in a
traffic congestion that may cause intolerable end-to-end latency. This ensures
that the messages are routed around trouble instead of being dropped.

S. PRELIMINARY RESULTS

This paper focuses on the design of VMesh network architecture. The simu-
lation results shown in this section are used to evaluate and study the worst case
bound by using a random mobility model. We have implemented the algorithm
discussed in the data mule paper [2] in C with some minor modifications under
the Unix environment. In some of our simulation settings, mules can commu-
nicate with each other while this is prohibited in the original work. We use a 40
x 40 grid network. Three kinds of devices, aggregation point, sensor nodes and
mobile routers are initially scattered arbitarily in the grids. The number of ag-
gregation points is set to 1 and the numbers of sensor nodes and mobile routers
are either 16 or 80 for different simulation scenarios. Given that the densities
of sensor nodes and mobile routers are number of devices over total number of
grids spaces, 16 and 80 stand for a density of 0.01 and 0.05 respectively. The
grid network is setup to be a torus so that the mobile routers moving past the
edge will appear at the opposite side of the network. Thus, the initial position
of the devices will not influence the movement or simulation results. We use
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random walk as our mobility model in this simulation. That is, a mobile router
will move 1 grid space into one of the adjacent spaces (with probability 0.25
for each space) for every simulation tick, while the positions for sensor nodes
and aggregation points are permanently fixed. The simulation duration is set
to 10000 ticks. A sensor node can generate one data packet per simulation tick
and transmit packets to mobile routers which can transport the packets to the
aggregation points. We assume all these devices have infinite buffer and that
there is no packet loss during transmission.

There are two different communication methods between mobile routers du-
ring simulations. In the first configuration (NOTALK), mobile routers can send
data to the aggregation point only, while disallowing MR to MR communicati-
ons. In the second configuration (BROADCAST), mobile routers can broadcast
their data to all other mobile routers within the transmission range. The per-
formance metrics we consider are data success rate (DSR) and average delay
latency. If NC is the number of non-duplicated data packets collected by the
aggregation point during time T and NG is the number of data packets genera-
ted by all the sensors during time 7, the way to calculate DSR is % When the
simulation ends, if some generated data packets are still left in the buffer of the
MRs or sensor nodes and not yet collected by the aggregation point, the DSR
will be less than 1. Average latency is the average time difference between the
time when a packet is generated and the time when it is collected. Since we
consider four different node densities, 2 communication methods, and 10 dif-
ferent transmission ranges(from 1 to 10), there are 80 different scenarios in
total.

From Figure 3, we can see that the DSRs increase linearly with the incre-
ase of the transmission range of mobile routers when the NOTALK method
is used. When the BROADCAST method is used, as shown in Figure 4, the
DSRs increase more rapidly and hit a saturation value when the transmission
range is 6. We can also notice that the density of mobile routers is the domi-
nant factor that affects the performance of the system. The system performs
better when the density of mobile routers is high. In Figure 5, we compare la-
tency values derived from BROADCAST and NOTALK when sensor density
is 0.05. Results show that latencies in NOTALK and BROADCAST decrease
with a similar slope except when the mobile router density and sensor density
are both 0.05. In this case, the latency drop much faster and also saturate when
the transmission range is 6.

Finally, we look at how the differences between BROADCAST and NO-
TALK vary with the changes of the transmission range. The BROADCAST
results in Figure 6 are normalized to NOTALK when the sensor and mobile
router densities are both 0.05. It shows that the results of DSR and latency for
BROADCAST are not far from 1, which is the mark of NOTALK, given small
transmission range. This indicates that BROADCAST does not provide obvious
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advantage over NOTALK when transmission range is relatively small. As the
transmission range increases, the difference between the two transmission me-
thods will first increase then decrease. This is due to the fact that the transmis-
sion range for BROADCAST would reach a saturation value after which we
can not get obvious benefit if we keep increasing the range.
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6. CONCLUSION AND FUTURE WORK

While there are many advantages of the network solution described above,
for sake of brevity, we enumerate only the important ones and use the case of
utility pricing dissemination and usage retrieval as an example. In this case, the
network is scalable and the performance of the Vmesh network is also depen-
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dent on the design of bus routes. The vehicular mesh network can minimize the
number of user-side and utility-side gateways thereby minimizing the deploy-
ment cost. Since the maintenance can be done at the bus depot, the cost will
be low. The next step of this project is to implement and simulate our proposed
routing algorithms (including deflection routing) in Qualnet [14]. Future work
will focus on comparing the performance of the proposed algorithm to other
existing routing algorithms to see the performance difference. We will also use
a microscopic traffic simulator to generate realistic vehicle trace files and then
re-generate the latency and data success rates.
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