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Abstract. In heterogeneous wireless network environments, network connections 
of a device may have a significant differential. This paper studies the effect of 
path bandwidth differential on the performance of fast retransmission strategies in 
Multi-homing environments. It identifies that fast retransmission on an alternate 
path may cause receive buffer blocking when path bandwidth differential is sig-
nificant and the receive buffer is limited. A theoretical model is proposed for se-
lecting retransmission path during the fast retransmission phase, which is based on 
receive buffer and path conditions. The model is verified through simulations with 
various path differentials. 

1   Introduction 

Multi-homing technologies, where a host can be addressed by multiple IP ad-
dresses, are increasingly being considered by developers implementing mobile ap-
plications. An enabling factor reinforcing this adoption is the trend towards mobile 
devices supporting a hybrid of networking capabilities such as 802.11 and UMTS. 
The characteristics of mobile environments, with the possibility of frequent dis-
connections and fluctuating bandwidth, pose significant issues for mobile applica-
tion developers and therefore the path redundancy offered by multi-homing proto-
cols has a clear attraction. 

There is a significant standardization effort focusing on mobility and Multi-
homing at various layers in the OSI stack. This is illustrated by the interest in tech-
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nologies such as Media Independent Handover Framework (IEEE 802.21) [1], 
Mobile IP (MIP) [2], IP layer Multi-homing (SHIM6) [3], Datagram Congestion 
Control Protocol (DCCP) [4] and SCTP Dynamic Address Reconfiguration [5]. 
While it is possible to implement mobility at the network layer and the application 
layer, it is the Transport Layer through a technology such as SCTP [6] which en-
ables an end-to-end and user centric implementation of mobility and at the same 
time provides transparent switch over services to the application layer.  

Stream Control Transmission Protocol (SCTP) is a reliable TCP-friendly trans-
port layer protocol defined by IETF, which was originally designed for signalling 
data. Due to its attractive features such as multi-homing and multi-streaming, 
SCTP has received much attention from the network community. SCTP support 
link backup through transmitting and receiving data from multiple IP addresses. It 
sends new data to the primary address and lost data could be transmitted to the 
current address or to an alternate address. SCTP continually monitors path avail-
ability. If the primary address fails, it will switch over to an alternate address.  

This paper discusses the performance of SCTP retransmission policies in mo-
bile environments where the paths used in an SCTP association have a significant 
transmission differential. According to path selection strategies during the fast re-
transmission phase, two retransmission policies have been proposed in [7]. They 
are: 

FRtxOnAlt - fast retransmission on an alternate path. 
FRtxOnSame - fast retransmission on the same path.  
FRtxOnSame is a safe solution undoubtedly because it returns to single path 

scenarios, while FRtxOnAlt may benefit by exploring multi-homing features. The 
basic idea behind FRtxOnAlt is that it assumes sending data on different paths is 
similar to sending data on a single path with network anomalies, such as reorder-
ing or delay spikes. This paper studies the effects of path bandwidth differential 
and a limited receive buffer on the performance of the two retransmission strate-
gies. The features of WLAN, 3G and GPRS are considered because they are 
broadly used in the current Internet.  

This paper identifies and illustrates FRtxOnAlt may cause receive buffer block-
ing which degrades performance significantly. It presents a theoretical model for 
selecting retransmission path based on receive buffer size and path bandwidth dif-
ferential.  

This paper is organized as follows. Section 2 summarizes related work. Section 
3 illustrates the simulation setup. Section 4 describes the SCTP performance deg-
radation problem in detail. Section 5 proposes a theoretical model for analyzing 
receiving buffer blocking problem and presents suggestions about implementation 
of the model. The conclusions are presented in Section 6. 
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2   Related Work 

Stream Control Transmission Protocol (SCTP) [6] originated as a protocol 
called Multi-Network Datagram Transmission Protocol (MDTP). The motivation 
for MDTP arose from the fact that TCP had inherent weaknesses in relation to the 
control of telecommunication sessions. MDTP was designed to transfer call con-
trol signalling on “carefully engineered” networks [8]. When one analyses the ori-
gins of SCTP it is interesting to note that its initial target environment was vastly 
different from that experienced in current day mobile networks. Given its origin as 
a fixed line oriented protocol, and in particular a protocol designed towards links 
with roughly equivalent transmission capabilities, the transition towards a mobile 
enabled protocol has raised a number of design issues. Many related works have 
raised issues in relation to the design of SCTP.  

In [9] two SCTP stall scenarios are presented, the authors identify that the stalls 
occur as a result of SCTP coupling the logic for data acknowledgment and path 
monitoring. In [7] different SCTP retransmission policies are investigated for a 
lossy environment, a retransmission strategy which sends the fast retransmission 
packets on the same path and the timeout retransmission packets on an alternate 
path are suggested. In [10] SCTP is extended for Concurrent Multi-path Transfer 
(CMT-SCTP) while in [11] the authors identify that a finite receiver buffer will 
block CMT-SCTP transmission when the quality of one path is lower than others. 
Several retransmission policies are studied which can alleviate receiver buffer 
blocking. In [12] the authors focus on making SCTP more robust to packet reor-
dering and delay spikes. 

3   Simulation Setup 

The simulations focus on the situation where a mobile node has a fixed GPRS 
or 3G connection along with various high bandwidth connections and analyze the 
SCTP performance degradation. The high bandwidth connection is set to the pri-
mary path in SCTP. All simulations in this paper are carried out by running Dela-
ware University's SCTP module [13, 14] for NS-2. 

The simulation topology is shown in Fig. 1. Node S and Node R are the SCTP 
sender and receiver respectively. Both SCTP endpoints have two addresses. R1,1, 
R1,2, R2,1 and R2,2 are routers. It is configured with no overlap between the two 
paths. As only the effect of bandwidth is considered in this paper the loss rate is 
set to zero. Node S begins to send 20MB ftp data to Node R at the 5th second. The 
MTU of each path is 1500B. The queue lengths of bottleneck links in both paths 
are 50 packets. The queue lengths of other links are set to 10000 packets. The 
bandwidth of the secondary path bottleneck link is 36Kbps or 384Kbps, the delay 
is 300ms. The bandwidth of the primary path bottleneck link changes from 
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36Kbps to 30Mbps, the delay is a constant 50ms. SCTP parameters are all default 
except those mentioned. Initially the receiver window is set to 1MB. The initial 
slow start threshold is set large enough to ensure that the full primary path band-
width is used. Only one SCTP stream is used and the data is delivered to the upper 
layer in order. 
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Fig. 1. Simulation network topology. 

4   A Case Study for Receive Buffer Blocking 

This section describes the FRtxOnAlt performance issues in detail for the simu-
lation configuration where the primary path bandwidth is 10Mbps and the secon-
dary path bandwidth is 36Kbps. Node S starts to send 20MB data to Node R at the 
5th second. The initial slow start threshold is 350KB. The data transmission time 
for retransmission on the secondary path and retransmission on the primary path 
are 38.1697s and 18.1355s respectively. The secondary path affects the perform-
ance dramatically in this situation. 

The simulation results for FRtxOnAlt are shown in Fig. 2. The sending process 
begins in slow start mode. From A to B (Fig. 2a), 68 packets are dropped on the 
primary path because of congestion. At C (Fig. 2b,2c), the sender finds the packets 
lost by duplicate SACKs, and it reduces the congestion window by half to 
147534B. From C to E (Fig. 2b), the sender sends lost packets on the secondary 
path using the fast retransmission algorithm. Within these retransmitted packets, 
18 are lost as a result of the queue of the secondary path being full due to its low 
bandwidth. These 18 lost packets will be retransmitted again on the primary path 
after their retransmission timeout.  

The queuing delay of the secondary path is very large (Fig. 2b). This delay is in 
proportion to the retransmission packet number since the data enqueuing interval 
is shorter than the data sending time. In this simulation, the 68 packets are en-
queued on the secondary path in 6.761304s-6.579304s=182ms (E-C), whereas the 
time for sending one packet on the secondary path is 1500B/36Kb=333.3ms. At D 
(Fig. 2a), the primary outstanding data size is less than the congestion window, so 
the sender begins to send new data on the primary path at a speed of around 
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147534B per RTT (around 100ms). At F (Fig. 2a,2d), the receiver window main-
tained at the sender side drops to 292B and at this moment only the first retrans-
mitted packet is received on the secondary path. Since SCTP provides ordered de-
livery of data, the receiver can not deliver the received data to upper layer. It takes 
0.664396s (F-C) from the beginning of the fast retransmission phase to fill the re-
ceiver's buffer. After point F, the sender can only send new data chunks on the 
primary path after it receives a SACK from the secondary path even though the 
cwnd of the primary path is not fully used. Then the sender will recover from this 
blocking situation after all packets transmitted on the secondary path are received. 
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Fig. 2. Retransmission on the secondary path. A: 6.414934s, B: 6.575737s, C: 6.579304s, D: 
6.658611s, E: 6.761304s F: 7.24370s. 
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Fig. 3. Retransmission on the primary path. A: 6.414934s, B: 6.575737s, C: 6.579304s, D: 
6.699467s, E: 6.740312s. 

As a comparison with FRtxOnAlt, the simulation results for retransmission on 
the primary path are shown in Fig. 3. Fig. 3a shows the packets trace on the pri-
mary path. The sender starts transmission at the 5th second in slow start mode. 
From A to B, 68 packets are dropped as a result of the sending speed reaching the 
maximum bandwidth. At C, the sender finds the packets lost by duplicate SACKs, 
and the congestion window is reduced by half. From C to E, each dropped packet 
is fast retransmitted on the primary path immediately when the sender receives 4 
consecutive loss reports for it. After D, the sender begins to transmit new data be-
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cause the outstanding data size is smaller than the congestion window size. At C 
(Fig. 3b), the receiver window size maintained in the sender side drops to the low-
est point 701996KB. 

4.1   Result Analysis 

The above tests illustrate that FRtxOnAlt becomes inefficient when the secon-
dary path has a relatively low bandwidth and the receiver's buffer is finite. The 
sender injects large numbers of packets into a path with uncertain condition during 
fast retransmission. Then the receiver's buffer is filled up when the receiver is 
waiting for the retransmitted packets arrival from the secondary path. It is impor-
tant to note that slow start phase happens not only in the beginning stage but also 
after a transmission timeout. Furthermore, fast retransmission can be triggered for 
many reasons, such as random loss, not only in slow start phase. 

This performance degradation comes from the SCTP design rationale. SCTP is 
not a load sharing protocol, so it does not send data on multiple paths simultane-
ously. It assumes sending data on different paths is similar to sending data on a 
single path with network anomalies, such as reordering, delay spikes. Conse-
quently, it adopts current TCP's congestion control and fast retransmission algo-
rithms without significant modifications.  

In single path configurations, network anomalies exist but happen randomly. In 
multi-homed environments, besides network anomalies, the paths differences are 
usually constants. Every time an alternate path is used, it will affect performance, 
and therefore performance degradation occurs frequently. Accordingly, path dif-
ferences should be considered in the algorithm.  

If the receiver's buffer is infinite, retransmission on a slow secondary path will 
not decrease throughput obviously. After the sender finishes retransmitting data on 
the secondary path, it can continue sending new data with a constant speed which 
is an estimation of the bottleneck link speed. 

5   Modelling Receive Buffer Blocking 

This section analyzes the relationship between receive buffer blocking and 
bandwidth difference to provide method for path selection during the fast retrans-
mission phase. 

The symbols used for this section are listed as follows: 
B1 � Bandwidth of the primary path; 
R1 � RTT of the primary path; 
Q1 � Queue length of the primary path; 
B2 � Bandwidth of the secondary path; 
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R2 � RTT of the secondary path; 
Q2 � Queue length of the secondary path; 
A   � Receive buffer size; 
W  � Data length which has been sent on the primary path at the beginning 

moment of the fast retransmission phase; suppose these data has been received or 
lost when the fast retransmit occurs. 

V1 � Data arriving rate from the primary path; 
V2 � Receive buffer releasing rate when the retransmitted data arrives at the 

receive; 
D1 � The delay between the moment for the sender entering the fast retransmit 

phase and the moment the sender starting to transmit new data on the primary 
path.  

cwnd1_Final � Congestion window size before the sender enters the fast re-
transmit phase. 

cwnd1_Pevious �  Congestion window size of the last second round before the 
sender enters the fast retransmit phase. 

 

 
Fig. 4. Model for receive buffer blocking 

Suppose the receive buffer size is large enough to fully use the bandwidth in 
the bottleneck link. When the sender enters the fast retransmit phase, W bytes data 
has been transmitted on the primary path. The sender will fast retransmit lost data 
on the secondary path. As the congestion window of the primary path has been 
decreased, the sender will wait for D1 seconds before transmitting data one the 
primary path. In order to avoid receive buffer blocking, W bytes data should be re-
leased before the data arrived from the primary path fills up the receive buffer. 
The first data packet transmitted on each path takes half of the path RTT to arrive 
at the receiver. The following packets arrive at the speed of V1 and V2 for the 
primary and secondary path respectively. Therefore, the relationship of these vari-
ables could be described as (1): 
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  (1) 

Next, we need to estimate the variables in (1). In the slow start phase, the final 
transmission round of the sender begins from the first lost packet is detected. The 
congestion window size is cwnd1_Final. The congestion window size before the 
final RTT round is cwnd1_Previous. As the receiver uses delayed acknowledge-
ments, the congestion window grows by 50% every RTT round. Therefore: 

3
2

cwnd1_Final cwnd1_Previous 
 (2) 

In the final transmission round before the fast retransmit phase begins, 
cwnd1_Previous bytes data arrives at the receiver and cwnd1_Previous/2 bytes 
data is dropped by network. Consequently, at the moment when the final transmis-
sion round begins, the buffer in the bottleneck link must be full. Therefore the 
maximum value for cwnd1_Previous is: 

1 1 1cwnd1_Pevious B R Qd �   (3) 

As the fast retransmit phase is triggered by 4 gap reports, the sender sends 3 
new data packets for the first 3 gap reports. At the moment when the sender enters 
the fast retransmit phase, it has transmitted cwnd1_Final bytes data plus 3 packets 
(4): 

1 1 1
3 ( ) 3
2

W B R Q MTUd � � u
  (4) 

The receive buffer releasing rate can be estimated as follows. In the final 
transmission round before the fast retransmit phase, the sender transmits 
1.5×cwnd1_Pevious bytes data and 0.5×cwnd1_Pevious bytes data are lost evenly. 
Consequently, 3 packets are released for every packet received on the secondary 
path. Since the data arriving rate of the secondary path equals to the secondary 
path bandwidth, the receive buffer releasing rate is 3 times of the secondary path 
bandwidth (5).  

2 23V B   (5) 

When the sender enters the fast retransmit phase, the congestion window is re-
duced by half. The transmission speed of the primary path can be estimated as in 
(6). 
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Since the primary path congestion window of the sender is reduced by half 
when the sender enters the fast retransmit phase, the sender need to wait for half of 
the congestion window data being acknowledged before sending new data. The 
waiting time is greater than half of the primary path RTT because the queue at the 
bottleneck link is full and the end to end RTT is greater than the path RTT (7).  

1
1 2

RD !
  (7) 

Substitute (4), (5), (6) and (7) into (1), receive buffer blocking can be avoid if 
(8) is satisfied.  

1 1 1
2

1 2
1

2
2 (2 )

B R Q MTUB
A R R
B

� � u
!

� �
  (8) 

5.1   Verification of the Model 

Two groups of simulations are executed for the fixed secondary path band-
widths of 36Kbps and 384Kbps. The primary path bandwidth changes from 
36Kbps to 30Mbps in both tests. The simulation topology is shown in Fig. 1. The 
initial slow start threshold is 1MB. 20MB data is transmitted via FTP. For each 
path configuration, the data transmission time for retransmission on the secondary 
path and retransmission on the primary path are computed. The data transmission 
time and the percentage change of two retransmission strategies for the 36Kbps 
secondary path bandwidth are shown in Table 1. The same results for the 384Kbps 
secondary path bandwidth are shown in Table 2. The percentage change P is cal-
culated as in (9). 

100%RtxOnSec RtxOnPriP
RtxOnSec

�
 u

 (9) 
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Table 1. Data Transmission Time for Primary Paths of Various Bandwidths and Secondary Path 
of 36kbps. 

Primary 
Bandwidth 

FRtxOnAlt 
(s) 

FRtxOnSame 
(s) 

Percentage 
Change (%) 

30 Mbps 40.7766 9.02946 77.85 
25 Mbps 40.821 9.06883 77.78 
20 Mbps 30.0813 9.76529 67.53 
15 Mbps 40.1722 12.8919 67.90 
10 Mbps 38.1697 18.1355 52.48 
5 Mbps 49.0648 34.1332 30.43 
2 Mbps 91.5079 83.8049 8.41 
1 Mbps 167.976 166.792 0.70 

900 kbps 185.301 185.241 0.03 
800 kbps 207.632 208.307 -0.32 
512 kbps 324.038 325.116 -0.33 
384 kbps 431.673 433.298 -0.37 
36 kbps 4596.8 4617.78 -0.45 

 

Table 2. Data Transmission Time for Primary Paths of Various Bandwidths and Secondary Path 
of 384kbps. 

Primary 
Bandwidth 

FRtxOnAlt 
(s) 

FRtxOnSame 
(s) 

Percentage 
Change (%) 

30 Mbps 24.1781 9.02946 62.65 
25 Mbps 25.577 9.06883 64.54 
20 Mbps 21.841 9.76529 55.28 
15 Mbps 18.7894 12.8919 31.38 
10 Mbps 26.4738 18.1355 31.49 
6Mbps 29.0827 28.6448 1.50 

5.1Mbps 33.5139 33.4865 0.08 
5 Mbps 34.0862 34.1332 -0.13 
2 Mbps 83.5958 83.8049 -0.25 
1 Mbps 166.252 166.792 -0.32 

512 kbps 324.014 325.116 -0.34 
384 kbps 431.673 433.298 -0.37 
36 kbps 4591.13 4617.78 -0.58 

 
The results show that when the primary path bandwidth is below a certain 

threshold, approximately 900Kbps for the 36Kbps secondary path and 5.1Mbps 
for the 384Kbps secondary path, retransmission on the secondary path can im-
prove performance. When the primary path bandwidth is above this threshold, re-
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transmission on the secondary path will decrease performance significantly. 
Higher primary bandwidth will suffer more performance degradation because the 
higher bandwidth will retransmit more data on the secondary path during conges-
tion, and therefore the receiver buffer blocking time will be longer. Retransmis-
sion on the primary path will increase performance for this situation. 

Equation (8) can be verified by the simulation results in Table I & Table II. 
According to (8), when the secondary path bandwidth is 36kbps, the primary path 
bandwidth should be less than 801.6kbps to avoid receive buffer blocking. Table I 
shows that this threshold is between 800kbps and 900kbps. When the secondary 
path bandwidth is 384kbps, the primary path bandwidth should be less than 
4.86Mbps according to (8) and it is between 5Mbps and 5.1Mbps according to 
Table II.  

The results of (8) are less than the simulation results in Table I and II because 
equation (5) underestimates the receive buffer releasing rate (V2) when the re-
transmitted data arrives at the receiver. In the final transmission round before the 
fast retransmit phase starts, if the lost data size of the primary path is less than 
cwnd1_Final/3, the receive buffer releasing speed will be greater than 3 times of 
the secondary path bandwidth.  

5.2   Implementation of the Model 

This section presents some suggestions for implementing (8). The primary path 
bandwidth could be estimated through the bandwidth estimation algorithm in 
Westwood TCP [15]. The primary path RTT could come from the SCTP internal 
RTT measurement. The queue length in the primary path bottleneck link could be 
estimated from the maximum RTT and the minimum RTT. Suppose the minimum 
RTT is the transmission time for a null system and the maximum RTT is the 
transmission time for a full-loaded system, the estimated queue length is the prod-
uct of the primary path bandwidth and the difference of the maximum and mini-
mum RTT. The secondary path RTT can be acquired from SCTP internal RTT 
measurement. The secondary path bandwidth can be estimated from local link in-
formation or from active detection, such Packet-Pair Bandwidth Estimation 
(PPBE) [16].  

6   Conclusions and Future Work 

This paper studies the effects of path bandwidth difference on the fast retrans-
mission strategies performance in a heterogeneous context. It illustrates that fast 
retransmission on an alternate path will decrease performance when the bandwidth 
of the secondary path is relatively low. The transmission will be blocked in this 
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scenario due to packet re-ordering filling the receiver's buffer. A model for esti-
mating receive buffer blocking is proposed, which is based on path bandwidth, de-
lay and receive buffer size. An implementation suggestion is given for using the 
model in path selection during the fast retransmit phase.  

We plan to implement the receive buffer blocking model in SCTP for helping 
path selection and study path selection algorithms in experimental wireless and 
mobile environments.  
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