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Abstract—The Internet of Things plays a crucial role in various
fields, such as smart homes, agriculture, and natural disaster
prediction. Data typically needs to be transmitted wirelessly
to base stations, with each application having its individual
Quality of Service requirements. In this work, we provide a
better understanding of the functioning of ESP-NOW at the
lower layers and the resulting performance of the protocol under
real-world conditions. For this, we conduct experiments under
controlled conditions with the widely used Heltec WiFi LoRa 32
V3 board. We further conduct experiments in two typical outdoor
environments to assess performance under real-world conditions:
farmland under line-of-sight conditions with measurements taken
at 21 positions and a forest environment with measurements taken
at 205 positions. Special emphasis is placed on the packet delivery
ratio and the distribution of delays. Finally, we demonstrate
that the delay distributions from the outdoor experiments match
a model derived from our experiments on ESP-NOW under
controlled conditions.

Index Terms—ESP-NOW, Performance, One Way Delay, Field-
Study, Modeling.

I. INTRODUCTION

Measurement, control, and monitoring systems help un-
derstanding and optimizing processes in the physical world.
The Internet of Things (IoT) is crucial in various fields, such
as smart homes, agriculture, and natural disaster prediction.
Due to their low cost, many of these devices are positioned
outdoors in remote locations to gather environmental data.
To analyze and utilize this data, it typically needs to be
transmitted wirelessly to base stations, with each application
having its individual Quality of Service requirements. In many
application areas, high delays or data loss can lead to negative
consequences. This is especially critical for monitoring and
control systems, which often have real-time requirements. A
comprehensive understanding of the expected delays and the
reliability of the communication network is essential for the
proper functioning of such systems.

Various communication technologies and protocols are
available, each with distinct properties and behaviors. For
example, Bluetooth excels at short-range communications up
to 100m with low power consumption, making it ideal for
connecting peripherals to other devices. In contrast, LoRa is

designed for low-power communication over long distances of
several kilometers at low data rates.

In this study, we focus on ESP-NOW, a protocol that
offers low power consumption and compatibility with low-
cost transceivers. While ESP-NOW can work with both WiFi
and Bluetooth Low Energy, we exclusively examine its WiFi
implementation. It is used in numerous applications in the
IoT sector, including fields such as agriculture, industry, and
smart homes [1]. ESP-NOW comprises all layers between a
native IEEE 802.11-1999 standard physical layer [2] and the
application layer. The performance of ESP-NOW has been
examined in various studies. Compared to protocols like WiFi
and Bluetooth, ESP-NOW has demonstrated high range, low
latency, and low energy consumption [1], [3]. However, ESP-
NOW offers only limited transparency regarding the details of
its operation. Such insights into the behavior of a protocol are
essential for modeling system performance, as done in works
like [4], and for evaluating its performance and reliability in
practical applications.

In this work, we aim to better understand wireless com-
munication in modern delay-critical IoT applications and
provide insights for developing and analyzing future wireless
microcontroller-based systems. Therefore, we investigate the
functioning of the ESP-NOW protocol at lower layers by
conducting indoor experiments under controlled conditions. To
assess the protocols resulting performance under real-world
conditions, we conduct experiments in two typical outdoor
environments. In farmland under line-of-sight conditions, we
take measurements at 21 different distances, and in a for-
est environment, we take measurements at 205 positions to
capture the one-way delay, jitter, and reliability of devices
using ESP-NOW. Based on the insights from the experiments
under controlled conditions, our last contribution is a model
capable of reconstructing the results of the outdoor experi-
ments. We discuss related research in Section II, followed by
a description of the Heltec WiFi LoRa 32 V3 in Section III.
Next, in Section IV, we describe the ESP-NOW protocol and
present experiments conducted under controlled conditions to
investigate its functioning. The methodologies for the outdoor
experiments are presented in Section V, and the evaluation of
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the results in Section VI focuses particularly on the Packet
Delivery Ratio (PDR) and the distribution of link delays. In
Section VII, we propose a model, which we validate using the
experiment results from Section VI.

II. LITERATURE REVIEW

The performance of ESP-NOW has already been evaluated
in various studies in the past and compared with other pro-
tocols, whereby a wide variety of framework conditions were
considered. In all of the following studies, the default settings
of the respective protocols were used.

Several studies analyzed the range of ESP-NOW in resi-
dential areas under lines-of-sight conditions. Sources report
ranges of 190m [5] and 220m [6] with ESP32 boards. In [7],
up to 250m were achieved with ESP8266 ESP-01 modules.

In [3], three protocols were compared under identical con-
ditions on ESP32-CAM development boards. In this study,
various aspects, such as range, signal strength and power
consumption were considered. Using the built-in antenna,
maximum ranges of 15m for Bluetooth, 84m for WiFi, and
185m for ESP-NOW were determined. Latency was measured
by directly connecting two development boards via cable.
The results show that ESP-NOW achieved significantly lower
latency than the other two protocols, with 1059µs for a 1-byte
payload and 1869µs for a 100-byte payload.

In [1], an ESP32 WROOM was used to compare ESP-NOW,
a proprietary long-range mode of ESP-NOW, and WiFi TCP.
They assessed the protocols’ performance in terms of range,
packet delivery ratio, power consumption, and penetration ca-
pability in an indoor environment. This study found that ESP-
NOW in this obstacle-rich environment had a better range and
lower packet loss rate than a typical WiFi TCP approach. ESP-
NOW’s long-range mode did not show significant performance
improvements.

Khanchuea et al. [8] evaluated the performance of ESP-
NOW in a multi-hop network. The use case of building au-
tomation in an office environment was considered, examining
the effects of distance and the number of hops on the resulting
round trip time, throughput, and jitter. The authors concluded
that ESP-NOW is a good choice for wireless multi-hop, low-
power sensor networks.

Labib et al. [9] compared the performance of ESP-NOW and
Bluetooth Low Energy in a series of indoor and outdoor ex-
periments. They determined a 15m indoor and 90m outdoor
range for ESP-NOW and concluded that ESP-NOW achieves
up to 15 times the range of Bluetooth Low Energy.

ESP-NOW has been compared to other protocols and tech-
nologies in numerous studies. Many of these studies highlight
different performance aspects in various environments. Re-
garding average latency, energy consumption, and range, ESP-
NOW has demonstrated good performance in all comparisons,
making it very attractive for IoT applications.

However, all of the mentioned works focused on metrics,
such as maximum range, transmission rate, PDR, bitrate, or
received signal strength. Such metrics work well to describe
links in environments with stable and predictable transmission

conditions. Previous work measures delays under controlled
laboratory conditions without considering real-world scenar-
ios. However, in challenging environments with significant
delay variations and low PDR, aspects such as reliability
and delay distributions might be more suitable for a deeper
evaluation. Therefore, we analyze the protocol under realistic,
reproducible conditions to provide more accurate insights.
Further, insights into the mechanisms of ESP-NOW are needed
to interpret the results.

III. HELTEC WIFI LORA 32 V3

The Heltec WiFi LoRa 32 V3 is an IoT development
board crafted and manufactured by Heltec Automation [10].
This device is equipped with an ESP32-S3 MCU and fea-
tures various memory resources, including 384KB ROM,
512KB SRAM, 16KB RTC SRAM, and 8MB SiP Flash.
The SRAM memory was used during our experiments for
direct storage of measurement results. The board is powered
by a 3.7V lithium battery, enabling flexible deployment in
diverse experimental environments. For wireless connectivity,
the board supports WiFi 802.11 b/g/n standards with speeds of
up to 150Mbps and comes with a 2.4GHz spring antenna.
It has a maximum TX power of 21± 1 dBm and a receiving
sensitivity of −136 dBm. Additionally, the board includes an
integrated OLED display, which allowed for status monitoring
during our experiments. With a total of 38 pins, the Heltec
WiFi LoRa 32 provides multiple connectivity options for
integrating various peripherals and sensors. The device also
features a Type-C USB interface for data transfer and uses a
high-precision temperature-compensated crystal oscillator for
stable timing. This crystal oscillator played a central role in
our experiments, as it enabled precise measurements of delays.

In summary, the Heltec WiFi LoRa 32 V3 offers a range of
features and connectivity options suitable for our experiments
measuring delays and packet loss ratios of ESP-NOW.

IV. ESP-NOW PROTOCOL

ESP-NOW is a connectionless wireless communication pro-
tocol developed by Espressif [11]. ESP-NOW offers a high
adoption within the IoT community, coupled with its ability
to provide low latencies at relatively low energy consump-
tion [3]. It is based on the data-link layer and can work
with WiFi and Bluetooth LE. When working with WiFi, all
ESP-NOW traffic uses exclusively WiFi action frames. ESP-
NOW facilitates low-power transmission of small messages
containing payloads of up to 250 bytes between interconnected
ESP32 or ESP8266 boards. It supports both encrypted and
unencrypted unicast communication as well as unencrypted
broadcasts. All experiments in this work were conducted using
the standard configuration of ESP-NOW provided by ESP-IDF
version 4.4.6.

The low-level mechanisms of ESP-NOW have been scarcely
investigated beyond the official specifications provided by
Espressif. In a blog post published in 2018, it was experi-
mentally determined that packets are sent multiple times with
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Figure 1. Experimental setup for investigating low-level behavior of ESP-
NOW.
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Figure 2. Distribution of time intervals between reception of retransmissions
using ESP-NOW.

a decreasing data rate [12]. In [1] the authors state that ESP-
NOW uses the default IEEE 802.11 CSMA mechanism, with
the number of retransmissions set to 10 by default.

To gain up-to-date insights into the behavior of this ESP-
NOW version, we conducted a set of experiments under
controlled conditions. In these experiments, one ESP32 device
continuously sends packets with a payload of 250 bytes to a
second ESP32 device. Both devices are placed in different
rooms. Each transmitted packet contains a unique identifier,
allowing the identification and tracking of retransmissions.
A third device, a WiFi Sniffer, is positioned next to the
Sender node to detect transmissions. Sniffer and Sender nodes
are interconnected via the GPIO pins. Whenever starting a
transmission, the sender sends a HIGH signal, allowing a
precise delay measurement for message reception at the sniffer
using its internal high-precision clock. The setup is shown in
Figure 1. By retrospectively filtering data based on the traffic
registered by the Sniffer, we can largely rule out interferences
at the Sender node in the final dataset.

We first measured the time intervals between passing the
frame to ESP-NOW for transmission at the Sender side and
receiving the first transmission at the Sniffer. All measured
time intervals ranged from 2673µs to 2780µs, a timespan of
107 µs.

The graphs in Figure 2 show the distributions of the time
intervals between reception of the initial transmission and
reception of the first retransmission (Rx0 to Rx1), between the
first retransmission and second retransmission (Rx1 to Rx2),
and between the second retransmission and third retransmis-
sion (Rx2 to Rx3). Each graph represents data from 5000
measurements. A Gaussian filter with a standard deviation
of 10µs has been applied to improve visual clarity. The

Figure 3. The farmland experiments were conducted in a flat terrain devoid
of vegetation or obstacles.

exponential regression of all local maxima greater than 10−4
has been calculated and is shown as a dashed line.

The graphs clearly show spikes with diminishing height
and exhibit characteristics resembling a geometric distribution.
This indicates the presence of a p-persistent IEEE 802.11
protocol, which only differs from the standard protocol in
the backoff interval, which is sampled from a geometric
distribution [13]. The presence of spikes also indicates the
use of timeslots, with an average interval of 481µs. The first
spike starts at 3373µs and ends at 3480µs.

We observed that all transmitted packets used the IEEE
802.11b WiFi version at the default data rate of 1Mbit/s and
a channel bandwidth of 20MHz. Additionally, we detected
up to 31 retransmissions of packets.

V. OUTDOOR EXPERIMENT METHODOLOGY

To measure ESP-NOW performance under realistic con-
ditions, we designed an extensive outdoor experiment setup
focusing on delay measurements.

The experiment conditions were carefully chosen to mini-
mize the influence of external factors. The experiments were
conducted in farmland (GPS-location: 49.876993, 8.55979)
and a forest (GPS-location: 49.869273, 8.610231), exclusively
at nighttime to minimize disturbances. The weather remained
dry throughout all experiments, with temperatures between
4 ◦C and 6 ◦C. No nearby WiFi access points could be
detected. The person conducting the experiments also main-
tained a distance of at least 5m from all devices during the
experiments, with his mobile phone in flight mode. No other
humans or animals were noted during the experiments.

The open farmland location featured flat terrain, devoid of
vegetation or obstacles, as shown in Figure 3. This location
facilitated unobstructed communication with no shadowing.
The forest provided a more diverse environment, with rich
vegetation and uneven ground. Canopies and foliage on the
ground can significantly influence the propagation of wireless
signals by reflecting them, while tree trunks absorb electro-
magnetic waves [14]. Scattering and small scale fading in the
forests can be relatively severe [15]. The location within the
forest was deliberately selected to feature a single line-of-sight
path with a length of 65m. To ensure line-of-sight conditions,
a string was stretched at a height of 1m, starting from the
Sender node, as shown in Figure 4. The string further eased
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Figure 4. In the forest experiments, a green string was stretched at a height
of 1 m to ensure line-of-sight communication. A red light source is visible
over a distance of 65 m.

measuring the Receiver node’s positions, which was placed at
205 different positions in a 40m× 5m grid, with a minimum
distance of 25m and a maximum distance of 65m from the
Sender.

A. Hardware for Outdoor Experiments

The outdoor experiments employed three sets of identical
hardware, each comprising a Heltec WiFi LoRa 32 board,
a battery pack, an aluminum monopod measuring 0.95m,
and a plastic casing. The low antenna height was selected
because sensors in forest environments are typically mounted
below 2m [15]. The deliberate choice of limited hardware
aimed to reduce potential interference factors and enhance
the replicability of the experiments. The ESP32 boards were
mounted on a monopod in plastic casings to shield the devices
from humidity and other external stresses.

To monitor the experiments and better interpret the results,
we positioned a Wi-Fi sniffer at a distance of 5 meters from
the transmitter. This node does not send any data itself and is
solely responsible for monitoring the experiments. It records
all detected transmissions during the experiment, along with
their associated metadata.

B. Delay Measurement

Measuring the one-way delays between sending and receiv-
ing a message can be approached in various ways. Connecting
the devices via cable, e.g., as described in Section IV and [3],
provides precise measurements. It is, however, impractical
for long distances in uneven terrain. GPS transmitters can
provide time synchronization, typically with an accuracy of
a few microseconds. The accuracy depends on several factors,
including the quality of the GPS module, the strength of the
GPS signal, and environmental conditions.

A plethora of clock synchronization protocols have been
developed in the past decades [16], [17]. Many clock syn-
chronization protocols are based on the assumption of sym-
metrical link delays from one node to another and back. This
assumption, however, does not hold in general, especially
in challenging environments. Also, random waiting periods
before transmissions, as utilized in IEEE 802.11b, inherently
render this synchronization procedure inaccurate. Without di-
rect access to the MAC layer, these uncertainties can lead to
inaccurately synchronized clocks.

For our study, we opted for Reference Broadcast Synchro-
nization (RBS) [18], which provides accurate synchronization
using wireless communication [17]. A dedicated synchroniza-
tion node broadcasts a message, which other nodes use to
synchronize their clocks. This approach eliminates uncertainty
inherent in traditional time synchronization protocols, as non-
deterministic delay in wireless transmission mainly occurs
between packet construction and transmission.

We modified RBS to increase its accuracy. To reduce skew,
the synchronization node repeatedly broadcasts its current
timestamp during a synchronization phase. The other devices
update their logical clocks only if the overheard timestamp
is smaller than the current logical time of that node. The
effects of clock drift are minimized by repeating the procedure
after each experiment. The synchronization node is positioned
equidistantly between the two other devices, and synchro-
nization is considered successful only if at least 95% of the
synchronization messages are successfully received by both
other nodes. We measured the accuracy of the modified RBS
via a dedicated cable between two devices and consistently
achieved a clock difference below one microsecond.

Measuring one-way delays during the experiments is based
on the synchronized clocks. The Sender node timestamps
packets before passing them to ESP-NOW for transmission,
and the Receiver node then measures the packet delays upon
reception. To avoid queuing delays, packets are sent only after
successfully transmitting a previous packet.

C. Experiment Phases

Each experiment lasts 32 s, where a small proportion of time
is used for clock synchronization and ensuring that all devices
are ready. The experiment is split into the following phases:
Clock synchronization: The clocks of Sender and Receiver
are synchronized using the modified RBS.
Confirmation: Sender and Receiver confirm a successful
synchronization process.
Start Signal: If clock synchronization is successful, the syn-
chronization node sends a start signal for the experiments.
Experiment: The Sender unicasts 500 messages, each with a
250-byte payload, to the Receiver for delay measurement.
Collect data: The Receiver broadcasts the results of the
experiments for monitoring and logging purposes.
Reset: All nodes return to the Clock synchronization phase.

VI. RESULTS AND ANALYSIS

To assess the performance of the wireless communication
using ESP-NOW in the farmland and forest experiments,
respectively, we examine the Packet Delivery Ratio (PDR) and
jitter. PDR is measured as the ratio of successfully received
packets to the number of transmitted packets, and jitter is
measured as the standard deviations of the delays.

A. Performance in the Open Farmland

Figure 5 presents the PDR on the y-axis and the distance
on the x-axis. Larger distances up to 90m were tested but are
not displayed on the graph, as no packets were received.
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Figure 5. PDR at different distances on farmland.
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Figure 6. Empirical delay distributions at different distances on the farmland.

Below 55m, 99.97% of packets were received correctly.
Above 55m, the PDR does not decrease continuously with
increasing distance, contrary to the expected behavior ac-
cording to the two-way ground reflection model. Instead, the
links exhibit a high PDR at certain distances, such as 62m
and 65m. Conversely, the link PDR drops to zero at other
distances, such as 59m, 61m, and 64m.

To explain the low PDR around 60m, we analyzed the data
from the Wi-Fi sniffer. We observed that all transmissions
from the Sender were 802.11b/g MPDU packets, transmitted
at a data rate of 1Mbit/s with a 20MHz channel bandwidth
on either channel 0 or channel 1. We also tried to explain
the low PDR by using the two-ray ground-reflection model
without success. However, during the experiments, we noticed
that even small changes in the position or orientation of the
receiver lead to significant variations in link quality. This could
be attributed to the antenna heights of 95 cm, as the Fresnel
zone was not entirely free of obstructions.

Figure 6 illustrates four representative empirical cumulative
distribution functions (ECDFs) of the delays measured at
specific distances. The x-axis shows the delay in microseconds,
ranging from 0µs to 60000µs, and the y-axis shows the ratio
of packets that experienced a delay below that particular delay.

The graph for the distance of 54m exhibits an almost
constant delay with an average of 2782.85µs, a standard
deviation of 108.72µs and a maximum PDR of 1, which also
indicates that no interference affected the experiments.

Another link with good performance is the one at a distance
of 52m. It achieves a PDR of 99.85%, an average delay of
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Figure 7. PDR at different receiver positions in forest.

3461.65µs, and a standard deviation of 2079.06µs. 86.65%
of packets are delivered within the first 3120µs. The graph
then shows a horizontal segment from 2840µs to 6070µs.
No packets were successfully delivered with those delays.
This can be explained by the mechanisms of the ESP-NOW
protocol, which starts the initial transmission of packets under
clear channel conditions almost immediately, as observed in
Section IV. The y-offset of the horizontal segment represents
the probability of successful first transmission. After 6070µs,
the graph exhibits an interesting curve. The graph eventually
reaches its maximum at 25628µs.

At a distance of 58m, a PDR of 83.2% was achieved,
at an average delay of 7851.15µs with a standard deviation
of 8033.23µs. The first transmission had a success rate of
44.85%. Following a horizontal segment between 2840µs and
6070µs, a composition of multiple small curves is recog-
nizable, similar to the ones in the graph observed for the
52m distance. The graph eventually reaches its maximum at
59192µs.

At a distance of 60m, a PDR of 8.9% was achieved, at
an average delay of 5196.42µs with a standard deviation
of 4935.95µs. The first 6144µs are as expected for a link
with bad quality, showing a success rate of 6.9% for the first
transmission. However, the remainder of the graph suggests
low success rates for retransmissions.

The results from these experiments exhibit a variety of
ESP-NOW links with different characteristics at different
distances. Even in an empty farmland without any obstacles
or interference, distance alone is insufficient to determine
the performance of these links. The findings underscore the
challenges in predicting and explaining the performance of
ESP-NOW. However, the curves fit the observations in Section
IV.

B. Performance in the Forest

In the following analysis, we focus on the performance at
the different measurement points in the forest environment. All
ECDFs obtained from those experiments are similar to those
presented in Section VI-A and, therefore, not shown.

In addition to the previous experiments with pure line-of-
sight, we shifted the receiver device up to 2m left and right,
perpendicular to the drawn string. This offset is represented
in Figure 7 on the y-axis, the color-coded squares indicate the
PDR at each measurement point. Out of the 205 measurement
positions, 133 provided links with a PDR above zero.
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Figure 8. Jitter at different receiver positions in forest.

The line-of-sight path (offset 0) shows a clear similarity to
the PDR from the open farmland experiment (cf. Figure 5).
The only two distances where the PDR significantly deviates
between the two experiments are 50m and 55m. While the
PDR in the farmland reached 1 at those distances, it is close
to zero in the forest. Various environmental factors may cause
this deviation, such as the influence of uneven terrain or
vegetation.

For the positions that are offset to either side, particularly
above 40m, there are many impaired links with low PDRs,
probably due to heavy shadowing caused by large trees.
Generally, a decrease in link quality with increasing distance
can be observed. However, numerous deviations from this
trend exist, similar to what has been reported in related
studies [19]. Interestingly, the links in the top left quarter of
the measurement region provide a relatively high performance,
despite the presence of two large trees obstructing the line of
sight. In these cases, the signal penetrates through the trees
and/or reaches the Receiver through reflections. In the lower
left region, there are mostly links with high PDRs. However,
the influence of smaller trees in all regions can neither be
confirmed nor ruled out. Notably, for most distances, links
with a line-of-sight connection exhibit higher or equal PDR
compared to those without a line-of-sight connection. The only
exceptions are the links at a distance of 65m.

In Figure 8, the jitter of the delays is represented by colors.
Measurement points with a PDR of zero are indicated by white
spaces. The jitter is lowest along the line of sight and generally
increases with distance. High jitter can also be observed in the
top left quarter of the measurement area, where two large trees
obstruct the line of sight.

Jitter and PDR are tested using Spearman and Kendall
correlation. The resulting coefficients (p-values) are −0.44
(1.56 × 10−7) for Spearman and −0.33 (2.85 × 10−7) for
Kendall, respectively, each indicating a statistically significant
negative correlation. Thus, links characterized by high jitter
often exhibit a low PDR. However, there are also numerous
exceptions to this pattern.

In summary, many links observed in this experiment ex-
hibit low PDRs or significant jitter, indicating pronounced
stochastic properties of the links. This is especially true for
links ranging over long distances or obstructed by trees.
Even minor variations in node positioning can significantly
impact link quality and performance. Also, high jitter often
correlates with a decreased PDR. Due to the complexity of

the environment and the limited information available on
the mechanisms used by ESP-NOW, it is difficult to make
definitive statements about the exact reasons for the resulting
performance. This emphasizes the importance of conducting
field tests to determine genuine real-world link performance.

VII. MODEL FOR ESP-NOW DELAYS

To contribute to the modeling of delays in real-world
environments using ESP-NOW, in this section, we generate
a model based on the results from Section IV.

For this, we utilize the probability mass function G of a
geometric distribution with parameter pper. For simplicity, we
assume G takes the value 0 for function values outside the
natural numbers. The initial transmission is represented by a
unit impulse function d0. For each retransmission in the model,
we compute a function dn, where n ≥ 1 denotes the nth
retransmission. This function dn is calculated as convolution,
denoted by ∗, of dn−1 with G as follows:

dn = dn−1 ∗G. (1)

We scale the x-axis of the functions dn by a factor tslot to
incorporate the slot duration into the model. Subsequently,
we shift the distributions to the rights by ttx for the initial
transmission delay and ntrtx for the delay of retransmissions.
The delays are described by the resulting distributions

bn(x) = dn(x/tslot − ttx − ntrtx). (2)

psucc,n, which describes the probability that the nth (re)trans-
mission is the first successful transmission, is calculated using
two parameters. A base value pphy describes the success
probability of the initial transmission. A factor r ≤ 1 is used to
decrease the success probability with each failed transmission
attempt continuously.

psucc,n = pphyr
n(Πn−1

i=0 (1− pphyr
i)). (3)

The product bnpsucc,n is, thus, a function that describes the
contribution of the nth retransmission to the overall density
function of the delays. The final probability density function
f , which includes the initial transmission and all nmax retrans-
missions, is obtained as the sum of these functions:

f = Σnmax
n=0bnpsucc,n. (4)

The chosen parameters for the model are mostly based on
averages of the measurements described in Section IV. The
initial transmission delay is set to ttx := 2800µs, the retrans-
mission delay is set to trtx := 3350µs, the slot duration to
tslot := 481µs, and the retransmissions limit to nmax := 31.
The persistence probability pper and the factor r are optimized
to minimize the Mean Squared Error (MSE) over the first
40ms, relative to the curves observed in the outdoor experi-
ments. The success probability of the initial transmission pphy
is set to the value of the experiment curve at 5000µs.

Four curves generated by our model, aiming to fit the ex-
perimental curves shown in Figure 6, are depicted in Figure 9.
The MSE and Mean Absolute Error (MAE) between the model
and experiment results are shown in Table I.
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Figure 9. Model-generated delay distributions.

Table I
DIFFERENCE BETWEEN MODEL AND EXPERIMENTS.

Graph Mean Absolute Error Mean Squared Error
52m 1.63× 10−3 2.10× 10−4

54m 9.36× 10−4 3.02× 10−4

58m 3.46× 10−3 7.37× 10−5

60m 8.12× 10−4 4.39× 10−6

Furthermore, all 133 ECDFs from the forest experiments in
Section VI-B with a PDR greater than 0 are reconstructed
using the model. The model achieved an average MSE of
1.70 × 10−4 and a maximum MSE of 5.04 × 10−4 between
the curves. The average MAE is 1.2×10−3, with a maximum
MAE of 1.2× 10−2. Despite the experimental data stemming
from complex environments and the exact mechanisms of
ESP-NOW being unknown, the model reconstructs all ob-
served curves with little error. This demonstrates the model’s
effectiveness in replicating experimental results. Additionally,
the small errors further confirm the findings from Section IV
regarding the p-persistent backoff mechanism.

VIII. CONCLUSIONS

In this work, we investigated ESP-NOW and measured its
performance. Initial experiments under laboratory conditions
were conducted to analyze the protocol behavior since the
exact mechanisms of ESP-NOW are unknown. The results
clearly indicate a slotted p-persistent channel access mech-
anism, as present in a p-persistent IEEE 802.11 protocol.
Furthermore, we developed a methodology for real-world
experiments to measure one-way delays in controlled outdoor
environments, utilizing the Heltec WiFi LoRa 32 V3. We
conducted two extensive field tests in an open farmland and a
forested area, respectively. In total, 246 different positions with
different distances between sender and receiver were tested.
The experiments revealed that many links exhibit significant
jitter and low Packet Delivery Ratio (PDR), even in the
absence of obstacles, interference, or other disturbances. It
was demonstrated that proper positioning of nodes can result
in highly reliable links that meet soft real-time requirements.
However, evaluating performance in environments with sig-
nificant radio interference requires further studies. Out of all
153 links with a PDR above 0, a total of 93 had a PDR

above 95% and 106 links had a PDR above 50%. Also, in
the open farmland experiment, the PDR was constantly above
99% below 56m but zero above 70m. Interestingly, between
56m and 70m, the PDR fluctuates between 100% and zero
instead of steadily decreasing with higher distance.

We also analyzed the relationship between jitter and PDR,
which were shown to be negatively correlated.

Finally, we formulated a model based on our test results
of ESP-NOW under controlled conditions. The model suc-
cessfully reconstructed all delay distributions observed in the
outdoor experiments with an average Mean Absolute Error of
0.0012, demonstrating the model’s effectiveness in replicating
experimental results.

However, further adaptations of our model are required to
quantify ESP-NOW performance in dynamic and interference-
prone settings. Future work therefore encompasses perfor-
mance measurements in scenarios with demanding channel
conditions. For example, urban deployment scenarios will
likely yield lower PDR and higher jitter than rural settings
due to increased radio interference and reduced signal quality,
making urban areas an ideal context for further research.
Nonetheless, our model already stands as a tested and valuable
means of estimating delay distributions and is usable for
researchers for predictive and simulation purposes.
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